ABSTRACT

This paper presents a novel approach to the phenomenomasiirg+ in English
based on analogy. The main claim of the paper is that intedsia non-rhotic
dialects of English is the result of the analogical extemsibther~zero alter-
nation shown by words such &r, moreanddear. While this idea has been
around for a long time, this is the first paper that explores type of analysis
in detail. Specifically, | provide an overview of the devatognts that led to the
emergence of intrusiveand show that they are fully compatible with an analog-
ical approach. This includes the analysis of frequency tatan from an 18th
century corpus of English compiled specifically for the msgs of this paper
and the discussion of a related development, namely ingdisiThe paper also
presents a review of the evidence about the variability mésive+, which serves
as the basis of an evaluation of previous approaches. Orawotion of analogy
is made formally explicit, the analogical approach becoossble of providing
a unified account of the historical development and the lditya of intrusive.
This is demonstrated through a computer simulation of thergence of the phe-
nomenon based on the 18th century corpus mentioned aboeereshlts of the

simulation confirm the predictions of the analogical apphoa



1 INTRODUCTION

The phenomenon of intrusivein various dialects of English has inspired a large
number of generative analyses and is surrounded by coabigecontroversy,
mainly because of the theoretical challenges that it pas®ptimality Theory and
markedness-based approaches to phonology (e.g. McCa88; Harris 1994;
Halle & Idsardi 1997; Bakow 1999; Uffmann 2007). As a consequence, a large
proportion of the research on intrusivéecusses on technical details of analysis,
and shows little interest in the complex interactions thakenthis phenomenon
particularly intriguing. Two areas that have been partidylneglected in genera-
tive discussions of the phenomenon are its historical dgveént and its variabil-
ity. The general indifference with respect to these areamstirectly from the un-
derlying principles of the generative programme, accagydawhich the primary
goal of linguists is to construdynchronicmodels ofcompetencewhich there-
fore do not have to deal with issues of diachrony or perforeaiowever, these
restrictions have not proven particularly felicitous ie ttase of intrusive: First,
the apparent unnaturalness of the phenomenon has led nsaarcekers to claim
that it is synchronically arbitrary (McCarthy 1991, 1993e#ns 1997; Halle &
Idsardi 1997; McMahon 2000), thereby implicitly acknowd@ay diachrony as a
potential source of explanation for its behaviour in présiay dialects. Second,
hardly any of the generative analyses dealing with intesiinake any attempts
at incorporating the rich body of findings concerning itsaiility. As a result, it
is often not clear whether these analyses are compatitieétobserved patterns
of variation.

This paper attempts to remedy this situation by proposingraalysis that



accounts for the diachronic development and the variglafitntrusive+ in a uni-
fied framework. The main claim is that the pattern of intrasseen in Southern
British English and other intruding dialects is the restilagrocess of analogi-
cal extension (cf. Jones 1964; Gimson 1980; Gick 1999, 2Bé2nudez-Otero
2005). The first part of the paper (Section 2) develops tlyaraent in more de-
tail and relates it to facts about the history of intrusiverd a number of related
developments. This includes a detailed overview of theueegy distribution of
word classes that played a part in the emergence of intrusividne analogical
account receives further support from a similar phenomemonrring in certain
North American varieties of English, namely intrusiveFhe second part of the
paper (Section 3) brings in additional data on the varighdf intrusive+ and
shows that neither generative accounts, nor the analogocalunt in its simple
form can easily accommodate them. Finally, the third pathefpaper (Section
4) elaborates on the notion of analogy and develops an analegodel that can
incorporate the fine-grained patterns of variation seentmsiver. This model is
used in a computer simulation of the emergence of the phemomevhich takes
a corpus of 18th century English as its input, and producealaal with a vari-
able process of intrusion. The simulation can be seen asthesia of the main
arguments of the paper: it connects the history of the phenomto its present
variability by combining analogy with a token-based modelariation.

It will be useful to clarify the use of a number of key termshistpaper. Words
which contain an inetymologicalin intruding dialects of English are referred to
asr-LESs (because of their lack of anbefore the appearance of intrusivg-
and words with an etymologicalasr-FuL. Historical dialects which had devel-

oped the conditions necessary for the emergence of ingusve termePRE



INTRUSION DIALECTS. Preconsonantal and prepausal instancesawé simply
referred to asODA-r, although it should be noted that this term is used purely
for convenience, since the present paper makes no assmspbout the syllabic

status of this consonant in Englidh.

2 ANALOGY AS THE SOURCE OF INTRUSIVEr

This section provides a preliminary outline of the analagapproach to intrusive-
r and present its main predictions regarding the conditioneuwhich intrusion
can develop (2.1). These predictions are then set agaitistcé8tury Southern
British English (SBE), one of the dialects in which intrusivemerged (2.2). It
will be shown that the conditions in pre-intrusion dialeatg fully compatible
with an analogical account. Moreover, some of the data ptedan Section 2.2

remains unexplained, unless one assumes analogy as tlve sbumtrusion.

2.1 Preliminary analysis

The term intrusiva-refers to arr~zero alternation at the end ofless words;
the variant with a finat appears before a vowel and the one withobefore a
consonant or a pause. According to most traditional acspuntrusiver only
involves words with a finala:], [o:] or [o] (e.g.spa law andpizza respectively).
The epenthetic consonant may occur across wordsgpdy] is, law[r] and or-
der, idedr] of) and word-internally as well (e.gvithdraw[r]al, sawr]ing). The
account presented in this paper focusses on the formera#tsaygh it could po-
tentially be extended to the latter one as well. It is impatrta note that intrusive-

only appears in non-rhotic dialects, that is, dialects imclwh-ful words also show



a finalr~zero alternation (e.gscar, lore, Peter). The alternation in these words
is the result of a historical processrobropping before consonants and at the end
of the word.

The main argument of this paper is that intrusiveppeared in-less words
under the analogical influence offul words. To put it slightly differently, the
alternating pattern of-ful words was analogically extended to théess group,
resulting in a merger between the two classes, illustrat¢t)ibelow (the shading

illustrates the extent of the merger):

(1) R-FUL R-LESS R-FUL R-LESS
_{C, V# V# = V# V#
Y/ Vi# — V# Vr# Vri#

This insight also forms the basis of several previous aealp$ the phenomenon,
among them Jones (1964), Gimson (1980), Gick (1999, 200®),Bermudez-
Otero (2005). While this approach is intuitively appealiagalogy has little ex-
planatory power unless one specifies the exact conditiodsrumhich a pattern
can be extended and demonstrates that these conditiongaeapin the language
where the extension is suggested to occur. In the presenttbésmeans (i) iden-
tifying the situations in which extension is likely to oc¢\yi) giving a precise
description of what qualifies as a potential analogical e®um such a situation;
and (iii) showing that such a situation arguably held in jtedsion dialects of
English with ther-ful class being a suitable analogical source.

As for (i), most contemporary approaches to analogicalresita assign a
crucial role to similarity (Skousen 1989; Albright & Haye8(3; Albright 2009):

the likelihood of the extension of a pattern is a functionref similarity between



the analogical source and the analogical target; the miiésithey are, the more
likely it is that the extension will occur. Turning now to)(iithe likelihood of a

pattern to serve as the source of the extension is usuailgetbto be proportional
to its frequency (Bybee 2001), which means that the diraaiicthe extension is
determined by the relative frequencies of the two pattetims:analogical source
will normally be of higher frequency than the analogicag&ir This means that
the analogical approach makes two crucial predictionstabful andr-less words

in pre-intrusion dialects:

Prediction 1 r-ful and r-less words are similar.

Prediction 2 r-ful words are more frequent than r-less words.

It should be noted that the exact roles of similarity and diextry in analogical
models are left unspecified for the moment — it is simply as=siithat the con-
sensus of the recent analogical literature on the impoetafichese concepts is
sufficient to treat them as essential components of an aicalogccount. This
vagueness is remedied in Section 4, where these notionsibstastiated and

formalised within a computationally explicit framework.

2.2 Analogy and the history of intrusive-r

This section provides an overview of the historical develepts related to intru-
sive+ and shows that the predictions of the analogical approaebame out by
the data. It is reasonable to assume a similar set of condito have held in
all of the dialects where intrusiveemerged (at least with respect to intrusion);

therefore, this paper focusses on a single dialect, SauBrtish English (SBE),



assuming that the same points could also be made for otHectsiavith intrusive-

r. Since the first evidence of intrusivan SBE comes from Sheridan/s Course

of Lectures on Elocutiofrom 1762 (Sheridan 1762/1803), the standard dialect
spoken in the south of England in the mid-18th century carrdeged as a pre-
intrusion dialect.

Let us first take a look at Prediction 1, which concerns thelairty between
r-ful andr-less words. In present-day SBEul andr-less words share an im-
portant structural feature: the set of final vowels appggnrpreconsonantal and
prepausal allomorphs ofless words (i.e[o, o1, a:]) is a subset of the set of final
vowels appearing in-ful words in the same environment (ile, o:, a:, 3:]). The
analogical approach to intrusiverequires this structural similarity to be present
in pre-intrusion dialects as well. Therefore, it needs tasbewn that SBE ac-
quired this particular distribution of final vowels no latkan the middle of the
18th century. There are several pieces of evidence thatstdgat this might
well have been the case. The single most important facthieiemergence of the
partial overlap between the two relevant classes of wortheiss of in precon-
sonantal and prepausal position, which created the woallffirzero alternations

exhibited byr-ful words in present-day English:

(2) r Dropping:r — 0/__{C, |}

|l _C _V
[worf|]] ‘war’ [worwoz] ‘war was’ [worrrz]  ‘war is’
[sta:]]] ‘star [stazlart]  ‘starlight’ [stazrpn]  ‘star on’

[beto|]] ‘better’ [betodon] ‘better than’ [betorm] ‘betterin’

While Wells (1982) dates this change after 1750, Lass (2@d@) McMahon

(2000) argue that the decline of codatarted much earlier, perhaps in Early



Modern English, with the weakening of preconsonantal aeggusat, and was
already ‘under way, producing variants in the speech conmyyurefore 1700’
(McMahon 2000: 234). For a detailed overview of the orthoepiidence the
reader is referred to McMahon (2000: 237-241). It is impatrta note that the
historical sources do not point to a complete disappearahcedar in SBE:
there is a marked lack of agreement among 18th century au#dsto whether
codar is pronounced or not, which suggests th&iropping was variable at this
stage. However, it is fair to assume that a considerablegptiop of codar’s was
now being dropped, creating a sufficient amount of overlawéen ther-ful and
ther-less classes to serve as the basis of analogical extension.

There are two further changes that played an important rokhaping the
distribution of vowels before termed Pra- Lengthening and Pre-Breaking by

Wells (1982). These are illustrated in (3) and (4) below:

(3) Prer Breaking: 0— o/ {ii, e1, o1, us, a1, av}__r
[bizr] > [bror]  ‘beer

[tferr] > [tfear] ‘chair
[morr] > [mowr] ‘more’
[Jur] > [Jvoor] ‘sure’
[farr] > [faror]  ‘fire’
[tavr] > [taver] ‘tower’

(4) Prer Lengthening{a, o, 3} — {az, o1, 31}/ __t{C, #}

[bard] > [bard] ‘bard’
[horn] > [homrn] ‘horn’
[b3rd] > [b3ud] ‘bird’

Since both of these changes were conditioned by the follgwiit is clear that
they had to predate the emergence of complete non-rhoti€itys argument is

also supported by the historical record: PrBreaking seems to have been a long



and gradual process, starting as early as the 16th centeeyJespersen 1909;
Jones 1989), and Prd-engthening was also underway from at least the beginning
of the 18th century (see McMahon 2000: 235-236).

It is remarkable that all the dialects where intrusiMeas emerged share these
features with SBE: all intruding dialects are non-rhotindahey all show the
effects of Pre-Lengthening and PreBreaking. This can be interpreted as further
evidence for the analogical approach: intrusivaaly emerges in dialects where
there is a phonetic overlap between th&ul and ther-less classes (i.e. where
they have identical final vowels). Even more interestinghg number of non-
rhotic dialects without intrusion is conspicuously low. eranly dialects where
non-rhoticity does not entail intrusion are Southern Aremi English (McDavid
1958: 322) and South African English (Wells 1982: 618). dieaitally, these
dialects also share another important feature, namelyetyatologicallyr-ful
words are more or less consistently realised without a fireden in prevocalic
position (McDavid 1958; Wells 1982). Once again, these nladm®ns receive a
straightforward interpretation if we take analogy to be sberce of intrusive-
in these dialects;-ful words have a non-alternating pattern, which cannoldyie
anr-zero pattern im-less words through analogical extension.

Let us now turn to Prediction 2, which is about the frequenisyritbution of
r-ful andr-less words. It was suggested that analogical extensignamaurs if
the source of the pattern is of higher frequency than thetarighe extension. To
test whether this relationship held betweenitial and ther-less classes in pre-
intrusion SBE, | compiled a 2 million word phonetically anated corpus of early
and mid 18th century English (henceforth CE18). The cormumsists of several

18th century novels (among them Samuel RichardsGtasissaand Daniel De-



R-LESS R-FUL RATIO

oH 1,553 99,979 1:64.38
or# 1,487 51,871 1:34.88
w# 112 9,397 1:83.90

SUM 3,152 161,149 1:51.13

Table 1. The token frequencies offul andr-less words in the CE18 corpus

foe’s Robinson Crusgeand all issues oThe Spectatobetween 1711 and 1714.
The automatic phonetic annotation of the text was basedetrdnscriptions of
the CELEX database (Baayen et al. 1995). While this corpasiges us with
more accurate data about the frequency distributions ofefesant word classes
in 18th century English than any present-day corpus, it d@®® a number of
drawbacks. The most problematic of these is that the trgoismis — being based
on CELEX - reflect present-day pronunciations rather thah t8ntury ones.
However, this may not be such a serious disadvantage, dia¢the phonological
differences between 18th century English and Present-dgiidh do not involve
the main characteristics of the lexical classes that thadyars is based on.

The token frequencies offul andr-less words are presented in Table 1. The
reason for choosing token frequencies over type frequenilk become clear
from the discussion in Section 4. The size of th&ul class is two orders of
magnitude greater than that of théess class, which confirms Prediction 2: the
proposed analogical source is of considerably higher grqy than the analogi-
cal target. This is an important finding that has not beenrtedelsewhere in the
literature? Moreover, while the original merger of thieful and ther-less classes
is an important part of previous analyses of the phenomeherirequency distri-

butions found in SBE do not receive a straightforward intetgtion in generative



10

L-LESS L-FuL RaATIO

ot 45932 41,282 1:0.90
af 12,219 110,874 1:9.07
a:# 4,237 704 1:0.16

Table 2: The token frequencies offul andl-less words in the CELEX corpus

accounts based on rule inversion (cf. Section 3.2). Thiglspstrongly for an
analogy-based account.

One final piece of evidence in support of the analogical agpgr@omes from a
related developmentin certain Mid-Atlantic dialects of &ncan English, namely
intrusived (see Gick 1999, 2002). Intrusiveshows a very similar distribution and
development to intrusive: it appears in words with a finab:] (and to a much
lesser extent with fingb] and[a:]; cf. Gick 2002: 172) when the following word
is vowel-initial (e.g.draw it [dro:lit] vs. draw them[dro:6om]), and is only found
in dialects wherd has been lost in preconsonantal and prepausal positios. Thi
suggests that intrusiiemight also be a case of analogical extension based on
the partial merger of previouslyful and|-less forms (e.gdrawl anddraw). If
this is the case, we expect to find the same asymmetric fregubstribution for
[-ful and |-less forms as for-ful and r-less forms. This prediction is partially
borne out by the data, as can be seen in Table 2 (the frequencyscare taken
from the CELEX corpus). What is particularly striking hegethhat the frequency
distribution necessary for the extension of fkil pattern (i.e. the analogical
source is of higher-frequency than the analogical targely bolds for words
ending in[o:]. If we adopt an analogical approach, the fact that the requir
frequency distributions are not found for words endingahand[a:] can serve

as an explanation for the resistance of these words to iméisn the dialect
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described by Gick (2002).

Note that the optional extension of intrusivés words ending infa:] (and
potentially evenjs]) is also not inconsistent with the present approdef, [o:]
and[a:] are all non-high vowels from the central and back region efvbwel
space, which means that they are highly similar to each atiehighly dissimilar
to all other vowels appearing in word-final position. Sincalagy is based on
similarity, some leakage is expected across phoneticallyas vowel categories.
Table 2 also shows that the overall frequency{®f-final words is more than
twice as high as that of the other two groups. This frequernifégrdnce ensures
that [o:]-final words will play a dominant role in determining the effe of the
leakage. Thus, it is even expected that some words endifg and[a:] should
follow the lead offo:]-final words. While this evidence is clearly circumstantial
with respect to intrusive; the fact that analogy provides a unified explanation for
two independent processes of intrusion in English and maddespredictions for
both is a strong argument for adopting an analogical approac

To conclude this section, let us sum up its main points. Itlesn shown
that intrusiver conforms to the two main predictions of the analysis pressbint
Section 2.1: the-ful class and the-less class share essentially the same set of
final vowels and the-ful class has considerably higher token frequency than the
r-less class. Moreover, we have also seen that the anal@ppabach can pro-
vide a straightforward explanation for a number of relag=iies: the absence of
intrusives in Southern American English and South African English dredde-
velopment of intrusivd4n Mid-Atlantic varieties of English. While these findings
argue strongly for an analogical approach, they do not sacig exclude alter-

native explanations along generative lines. Therefoeen#xt section introduces
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further data that can help us decide between the competinglso

3 THE VARIABILITY OF INTRUSIVE -r

In the preceding section, a number of simplifying assunmstivere made to al-
low for a more streamlined presentation of the issues rateiathe develop-
ment of intrusiver. Specifically, the relevant word classes and the phenomenon
of intrusiver itself were presented as if they behaved categorically anidton

was referred to only occasionally. However, it appears thatactual situation

is somewhat more complicated. The available evidence stgjtfeatr Dropping

and the emergence of intrusivewere gradual processes creating a considerable
amount of variation in both-ful andr-less words, with the latter class still show-
ing a great deal of variability. This section explores thasiation in more detail
(3.1), and discusses its consequences for previous accandtthe present anal-

ysis (3.2).

3.1 Empirical research on intrusive-r

One result that seems to emerge consistently in empiriadiest of intrusiver-
and other related phenomena is that the incidence of fimalprevocalic posi-
tion is highly variable in both the-ful and ther-less classes. Table 3 presents
the overall proportion of rhotic realisations in prevocaliosition as reported in
different studies of the behaviour of While these figures mask a great amount
of interpersonal and sociolinguistic variation, they dgaemonstrate a high de-
gree of variability within the-ful andr-less classes (which also exists at the level

of individuals, as is shown in Mompean-Gonzalez & Mompeani&mon 2009
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R-FUL R-LESS

Bauer (1984) 80% 28%
Foulkes (1998) (Derby) 88% 57%
Foulkes (1998) (Newcastle) 58% 9%
Mompéan-G. & Mompéan-G. (2009) 58% 32%
Soskuthy (2009) 75% 58%

Table 3: The percentages of rhotic realisations in prevocalic posiin ther-ful and the
r-less classes reported in different empirical studies-tidison.

and Soskuthy 2009). The results of these studies also raveatrked difference
between the two classes:ful words are more likely to be realised with a firral
in prevocalic position than-less words (or, in traditional terms: linkingis more
likely to occur than intrusive).

It is also possible to isolate more fine-grained patternsaoftion in the re-
alisation of intrusive~. Here are some of the main factors that have been sug-
gested to influence the incidence of intrusivesocial class (Foulkes 1998; Hay
& MacLagan 2010), gender (Bauer 1984; Foulkes 1998; Hay &I\Mgan 2010),
age (Foulkes 1998; Hay & MacLagan 2010), the lexical idgniit the target
word (Soskuthy 2009; Hay & MacLagan 2010), the quality ofgiheceding vowel
(Jones 1964; Gimson 1980; Hay & MacLagan 2010; Bauer 1984 & pres-
ence of ar in the onset of the final syllable (Jones 1964; Wells 1982)c&ihe
analogical account developed in the present paper doesldmdss any of the so-
ciolinguistic aspects of intrusive-the discussion below focusses on the last three
factors.

Let us first look at the lexical identity of the target word. yH& MacLagan
(2010) and Soéskuthy (2009) find that the probability of isive+ can be sig-

nificantly different across words within theless class, suggesting that there are
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word-specific patterns in the realisation of intrusivefo give an example, Hay
& MacLagan (2010) show that the wosbfais more likely to take intrusive-
than the wordbra, which in turn is more likely to take intrusivethan the word
ma The presence of such tendencies suggests that the eme@feintrusiver
is a lexically diffuse process (cf. Chen & Wang 1975; Labo94) which is po-
tentially still ongoing. However, neither Hay & MacLagarD@@®) nor S6skuthy
(2009) control for phonetic factors, which means that thxéchkd conditioning of
intrusive+ could be an artefact due to the different phonetic envirantsmem-
bodied in individual lexical items. For instance, the difflece betweesofaand
bra might simply follow from the fact that they have differentdinvowels (5]
and[a:], respectively). Since the discussion of the two remainawdrs below
suggests that the phonetic makeup of the target word hksihftuence on the
probability of intrusiver, this does not seriously weaken the evidence for word-
specific tendencies.

There is little agreement in the literature on the effectdtrexeding vowel has
on the likelihood of intrusive= Traditional descriptive works on the phonetics
and the phonology of SBE such as Jones (1964) and Gimson)(tR&® thatr
is more likely to be inserted aftés] than it is aftefa:] and[o:]. Uffmann (2007:
470) presents a slightly different grouping of final vowele claims that there
exists a class of speakers who only produce intrusigéer [o] and[a:], while
other speakers intrude after all non-high vowels (based els\V¥982). Yet an-
other alleged pattern involves higher rates of intrusiadter [o:] than after[o]
and[a:] (see Hay & Warren 2002 and Hay & Sudbury 2005 for New Zealand
English). Finally, Foulkes (1998), Soskuthy (2009) and Me@én-Gonzalez &

Mompean-Guillamén (2009) find no correlation between thaliguof the final
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QUANTITATIVE DIALECT PATTERN
Jones (1964) no SBE o> ay, o
Gimson (1980) no SBE o>, o
Uffmann (2007) no SBE 9, ai > o1
Hay & Sudbury (2005)  yes early NZE o, a: > o:
Hay & Warren (2002) yes NZE o> a, At
Foulkes (1998) yes Derby, -

Newcastle

Mompéan-G. & yes SBE -
Mompéan-G. (2009)
Soskuthy (2009) yes SBE —

Table 4: A summary of previous findings on the influence of the pregediwel on
intrusive-r. The second column indicates whether the fgslare based on quantitative
analyses or informal observations, the third column intksathe dialect for which the ob-
servations were made and the last column indicates the mgnid different environments
with respect to their likelihood of taking intrusive-r (oothing when no differences are
reported).

vowel and the likelihood of intrusive- Table 4 presents a summary of these re-
sults. Interestingly, it appears that most of the tenden@ported for intrusive-
in studies based on impressionistic observations (Jorteg Bdmson 1980; Wells
1982; Uffmann 2007) disappear in statistically more régajuantitative studies
of the phenomenon (Foulkes 1998; Mompean-Gonzalez & Momy@éllamon
2009; Séskuthy 2009). The only exception is New ZealandiBhgivhere statisti-
cally more robust patterns have been found (Hay & Warren 2882 & Sudbury
2005). However, the difference between early NZE and ptetsgnNZE suggests
that even these patterns are rather unstable. Thereferegghlts reported in the
literature do not seem to support any substantive hypatlagsiut the influence of
the final vowel on the development of intrusive-

The status of the second phonetic factor, namely the presemabsence of a

tautosyllabia also seems somewhat questionable. Jones (1964) and V@S2)(1
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suggest that intrusivesmight be less likely when there is anin the onset of
the final syllable, as izebraanddraw. However, this claim does not seem to
be supported by empirical studies of intrusivaiaone of the studies that investi-
gate the role of tautosyllabicfind any significant effects associated with it (Hay
& Sudbury 2005; Mompean-Gonzalez & Mompean-Guillamén 300%e only
study that finds a limited amount of support for such an effe€oulkes (1998),
which does indeed report a lower proportiorr éiil realisations in words with a
tautosyllabia. However, even Foulkes himself urges caution over the pnéta-
tion of his results given the small number of relevant tokend the absence of
statistical significance. In sum, the claim that a tautadyir might influence
the realisation of intrusive-has not been borne out by empirical studies of the
phenomenon.

Although all of the results reported so far are based on stugli present-day
dialects of English, they have some bearing on historicaaots of intrusiva-as
well. First of all, the variability of intrusive-in all present-day dialects that have
been investigated quantitatively suggests that the emeegef the phenomenon
is unlikely to have been abrupt. Second, the existence oflagpecific patterns
can be taken as evidence for lexical diffusion: if intrusiviead emerged at the
same rate across the lexicon, such effects would not be ®gedcinally, the
inconsistency of the reports on the phonetic conditionihgntusive+ argues
against historical and synchronic accounts that rely glgoan the existence of
such tendencies.

Before presenting a summary of the findings on the varighdlitintrusive-

r, there is one final study that should be mentioned: Hay & Sopd(2005).

The authors of this paper take a diachronic approach to thstiqus related to
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intrusive+, which makes their findings particularly relevant to theserg inves-
tigation. Hay & Sudbury (2005) examine the incidence ofilmgkand intrusiver-
in the speech of several generations of New Zealanders l@iwebn 1850 and
1930, based on a collection of audio recordings. They findya degree of vari-
ability for intrusive+ across all age groups, which lends support to the assumption
that intrusiver has been a variable phenomenon from the beginning. Morgover
their study shows that even partially rhotic speakers carbévarious degrees of
intrusive+, and that the incidence of intrusivas significantly correlated with the
speakers’ degree of rhoticity: ‘[ijntrusive /r/ increasesrhoticity declines’ (Hay
& Sudbury 2005: 813).

The detailed overview above suggests that accounts of teegemce of intru-
sive+ should be capable of capturing at least the following tenmsnwith regard

to intrusion:

(5) a. gradual emergence
b. interaction between rhoticity and intrusive-

c. lexical diffusion

The simple analogical account sketched in the previousosectioes not make
any particular predictions with respect to these obsesuatiln fact, the diagram
in (1) and the short summary of the analogical account pteddn section 2.1
may seem to suggest that analogy predicts a categoricalpatith no variation
at all. This is certainly not the case: once we make the naifamalogical ex-
tension more explicit, it becomes possible to account feraibserved patterns of

variation. This task is taken up in Section 4. Before thatydaer, it will be useful
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to see how previous accounts of intrusiviare with respect to the observations

presented above.

3.2 Previous accounts of intrusive-r

This section presents a brief overview of previous accoohistrusive+. While
there is certainly much to say about the wide range of thealetevices that have
been deployed in previous analyses, this review focussgasixely on the abil-
ity of such accounts to make accurate empirical predictadwut the variability
and the history of intrusive- This might be seen as an unfair treatment of these
analyses, most of which take an explicitly synchronic andgarical approach to
intrusive+. However, the choice to focus on linguistic competence ta¢sen-
der arguments based on diachrony and variation irrele@aytcompetence-based
account should at least be able to represent intermedagessin the development
of the pattern. As it will be shown, most existing analysesmafusive+ cannot
do that, and they also do not provide a motivation for the nleskchanges.

It is possible to group all existing accounts into threedargjasses, based on
their underlying structure and their general predictiofith espect to variation:
deletion-based, insertion-based and analogy-basedl{téson is based partly on
McMahon et al. 1994). Most analyses belonging to a givengan be treated
together, since their predictions usually only differ inywdhat are not relevant
to the present discussion. The rest of this section lookaett ef these groups
in more detail. Note that the discussion below does notrdjsish between rule-
based and constraint-based analyses; this is becausethed differences among
the analyses lie in the choice of underlying forms and thelenmf mechanisms

(i.e. rules or constraints) used in deriving the surfacenfrbut not in the way
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these mechanisms are implemented. For simplicity’s sakefrased terminology
is used throughout the discussion.

Deletion-based accounts (Donegan 1993; Harris 1994; @8R 1Gick 2002;
Bermudez-Otero 2005) are based on the assumptiorr tisgbresent in the un-
derlying representation af-ful and r-less forms alike, and the-zero alterna-
tions observed in both sets are the result of a rule thatellgireconsonantally
and prepausally. Since deletion-based accounts assubtbehgrammar of pre-
intrusion dialects is identical to that of intruding diaiecthe locus of the change
can only be the lexicon: forms that end in a non-high vowelrgiptrusion di-
alects acquire a final in their underlying representation (e.g. ‘spapa:/ be-
comes/spair/). This analysis is fully compatible with a diachronic preseof
lexical diffusion, since it allows different words to adapful underlying rep-
resentations at different times. However, it also prediltg there will be no
intra-speaker variability in the rate of intrusiven a given word: if the underly-
ing representation of the word contains a finalt will always be produced with
r in prevocalic position; if its underlying representaticntains no finat, it will
never be produced with This is true even if one assumes variable rules (cf. Labov
1972), sincea-deletion can only apply in preconsonantal and prepaussitipo
(i.e. ‘'spais’/spair oz/ will be invariably realised agspa:r oz] even ifr-deletion
only applies 70 per cent of the time). Moreover, deletiosdabaccounts also do
not provide a satisfactory explanation for why novel ungiad forms should be
adopted at all.

Conversely, insertion-based accounts assume thatzkeo alternations in-
less forms can be accounted for by a rule of r-insertion, wveither exists along-

side the original rule of-deletion (McCarthy 1991, 1993; Blevins 1997; Halle
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& ldsardi 1997; Antilla & Cho 1998; Bako@i 1999; Uffmann 2007) or replaces
it entirely (Vennemann 1972; Kahn 1976; McMahon et al. 199éMahon &
Foulkes 1995; McMahon 2000). It is clear that both types oflel® represent an
improvement over deletion-based accounts inasmuch asatkegompatible with
a variable insertion rule that can account for the variatiomtrusive+. How-
ever, there are a number of slight differences in their téghs, which makes it
necessary to treat them separately.

Insertion-only analyses need to assume that (i) the ofigielation rule is re-
placed by its inverse (i.e. a rule of insertion) and (ii) ebjagicallyr-ful forms are
reanalysed as underlyingtyless (e.g. ‘spar/spair/ becomes/spa:/). Although
the change that gives rise to intrusivéakes place in the grammar (since the
structural description of the inverted rule also cowelsss forms), intrusion-only
analyses can also incorporate lexical diffusion by adgp#iparsky’s ‘lexical
diffusion as analogy’ approach (1995). This could be adddyy assuming that
r-less forms are initially lexically specified in a way thag¢tinverted rule does not
apply to them (e.qg. they are marked as arbitrary exceptamghat these lexical
specifications are removed on an item-by-item basis thraugtocess of lexical
simplification. While the insertion-only account might heesessful at capturing
lexical diffusion, it runs into serious trouble when it caosrte the interaction be-
tween rhoticity and intrusive- Essentially the same problem arises as in the case
of deletion-only analyses: the restricted scope of theriimserule does not allow
it to control variability outside the prevocalic environme Preconsonantal and
prepausal forms are therefore predicted to be either fabiyic or fully non-rhotic
depending on their lexical specification (e.g. ‘spar witbpa: wid/ will always

surface agspa:wid] and/spa:r wid/ as[spairwid]). This goes against the findings
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reported in Hay & Sudbury (2005), which make it clear thaialale rhoticity is
possible in pre-intrusion dialects.

This problem does not arise in insertion-plus-deletioroaots, since the co-
existence of the two rules in the grammar makes it possildentrol the variation
in prevocalic vs. preconsonantal and prepausal positioaragely. However, there
are two important objections against insertion-plus-il@eanalyses, one of them
empirical and the other theoretical. First, even Kiparskgkical specification ap-
proach cannot yield word-specific rates of intrusion: a wapdcified as exempt
fromr-intrusion will never surface with a finalin prevocalic position, and the rate
of intrusion will be uniform across all-less words without such a specification
(depending solely on the variability of threintrusion rule). This is problematic
inasmuch as it has already been established in Section Brésdnt-day varieties
of English do, in fact, show word-specific tendencies withpext to intrusive-
r. It should be noted that this problem is not specific to ineefplus-deletion
accounts: generative models of phonological competenueot@omfortably ac-
commodate such word-specific effects.

The second problem is related to the motivation for esthivigsan inverted
rule. While the insertion-plus-deletion approach doesexmlicitly specify the
conditions under which rule inversion can take place, iemsonable to assume
that one such condition is the lack of robust evidence ag#esinverted rule.
This condition does seem to hold in the case of intrusjvgiven the extremely
low frequency of-less forms in prevocalic position. However, it is not cledny
a learner would want to add an inverted rule to a grammar fheady contains
a rule of deletion: the new rule does not simplify the gramorathe lexicon in

any sense and all the forms that match its structural desumifi.e.r-less forms
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in prevocalic position) show a behaviour (i.e. full non4ibiy) that constitutes
strong counterevidence against it. Proponents of inseplos-deletion analyses
have argued that the emergence ofithesertion rule is motivated by more gen-
eral constraints on hiatus (Antilla & Cho 1998; Bakoi999; Uffmann 2007) or
vowel-final words (McCarthy 1991, 1993; Blevins 1997). Altlyh this might be
taken as an explanation for the establishment of a rule traradicts the data
available to the speakers, it is still not clear how exadtly &lready existing-
deletion rule could condition such a restructuring of thengmar. One question
that arises is why it is not possible for speakers withoutl@ of deletion to es-
tablish a similar rule. As it has been shown above, the ai@dbgccount has a
straightforward answer to this question: the alternatian only be extended to
ther-less class if it already exists mful words.

Finally, a few authors have suggested — similarly to thegarepaper — that
the source of intrusive-is analogy. Some of the earliest 20th century descrip-
tions of intrusiver propose word-based analogy as a potential mechanism that
might have led to the emergence of intrusion (Jones 1964 s@ini980). Un-
fortunately, these accounts do not provide any furtherildettaat might help us
understand how exactly analogy could yield intrusivad (as it has already been
pointed out in Section 2.1) also do not specify the condgiender which analog-
ical extension can occur. The same criticism applies to G1&09, 2002) and
Bermudez-Otero (2005), who also suggest that the diaoheanirce of intrusive-

r is analogy (although they do propose a synchronic accoutttiégphenomenon).

In sum, no existing account of intrusivepresents a fully satisfactory expla-
nation for its diachrony and variability. Deletion-basethlyses cannot explain

the variation inr-less forms, while insertion-only analyses have the samb-pr
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lem withr-ful forms. Insertion-plus-deletion analyses avoid thaiffeculties, but
they run into trouble when it comes to the motivation for thiesertion rule and
the link between deletion and insertion. Furthermore, nointese models are
capable of incorporating gradient word-specific effectesalfy, even existing ana-
logical accounts fail to elaborate on the details of the ltiaaic mechanisms that
resulted in intrusive-in present-day intruding dialects. These problems do not
arise in the token-based analogical model presented beloieh addresses both

the issues of diachrony and variation in a unified framework.

4 ANALOGY AND VARIATION

In the preceding sections, two different sets of evidenceeweviewed, leading

to the following conclusions: (i) intrusivein SBE is readily explained by mod-
els based on analogical extension and (ii) it shows certaitems of variation

that are problematic for previous accounts of the phenomenhis section takes
these two seemingly unrelated observations and suggestslal that integrates
them in a single framework. To achieve this goal, it will be@gsary to provide a
more explicit definition of analogy itself and briefly revi@revious approaches to
analogical extension (4.1). Since the structure of exgséinalogical frameworks
makes them incapable of handling variation at the level dfadual words, a dif-

ferent approach is introduced (4.2). This model is therete8trough a computer

simulation based on real data from the 18th century corpserieed above (4.3).
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4.1 Previous approaches to analogy

While the term analogy is used in a variety of ways in theditere (see Hock 2003
for an overview), this paper focusses on one particular @@sm which seems
to serve as the basis of most computationally implementedetsaf analogy,
namelyFOUR-PART ANALOGY. Four-part analogy consists in the extension of a
certain relationship between a pair of forms to another piforms, where the
members of the two pairs bear the same structural or senratdtonship to each

other. An example is given in (6) below:

(6) [singular] [plural]
BOW [bau] ~ [bavz]
!
COwW [kau] ~ ?  (=[kavz] < [kam])

The four edges of the analogical rectangle will be refereds follows: the
SOURCE (BOW), the TARGET (cow), the KNOWN ENVIRONMENT ([singular])
and theGIVEN ENVIRONMENT ([plural]). The corners of the rectangles can be
identified by referring to the two edges that meet there: ristance[bau] is the
source in the known environment afduvz] (the form that we obtain through ana-
logical extension) is the target in the given environmemis(tvill also be referred
to as theGIVEN FORM). The particular relationship that is extended in (6) can be
described asX ~ x + [z]}. This relationship clearly yield§kauvz] when applied
to the target in the known environment, that[leu].

This type of analogy can also be used to model the extensigheof-ful

pattern to anm-less word:
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(7) C V

DEAR [dio] ~  [dior]

l

IDEA [ardid] ~ ? (=[aidror] < [ardia])

As it is pointed out by Albright (2009), this type of formatisdoes not impose
any restrictions on the choice of the analogical sourcehéneixample in (7), the
lexemeDEAR is used, but other lexemes, such as®iA, CAT or SMURF could
equally well have been used, in which case no change would taken place
(as these lexemes do not show an alternatingero pattern). This is clearly
problematic: the transition from the analogical targethte &nalogical source is
arguably guided by frequency and similarity, as it has besadin Section 2.2.

Most computationally implemented models of analogy takeraesvhat sim-
plified version of the four-part analogical mechanism agr thiarting point and
use a number of extra mechanisms to ensure that both sityiéard frequency
have an effect on the choice of the analogical source. Itlwllseful to take a
brief look at a particular class of such models, nameBTANCE-BASED LEARN-
ERS, some examples of which are th& @&ERALIZED CONTEXT MODEL (GCM,;
Nosofsky 1986, 1988), MALOGICAL MODELING (AM; Skousen 1989; Skousen
et al. 2002) and the TBURG MEMORY-BASED LEARNER (TiMBL; Daelemans
et al. 2007).

Instance-based learners are based on the assumptionéhagtiaviour of a
given item can be determined by comparing it to similar itewithin the dataset.
The dataset for an instance-based learner could consistisif@ phonetically
transcribed types from the lexicon of English, where eaple tg associated with

a particular behaviour in prevocalic position, as exengdifn Table 5. The types
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LEXEME VARIABLES BEHAVIOUR

bread =b,r,e,d {+0}
spin =s,p,1,n {+0}
city =,s,1,t,i {+0}
idea a,1,d,1,o0 {+0}
law =,=,=1,00 {+0}
four =,=,=f,o0r {+1}
better =b,e,t,o {+r}
star =,=s,t,ax {+r}

Table 5: Dataset for selection of patterns of alternation in English

are represented as a set of variables, which, in this casthealtast five sounds of
each occurrence (‘=" means non-specification for a givetufeq Instance-based
learners can use this dataset to predict the behaviour atemythat is specified

using the same variables. This could be a new item, whichtipresent in the

original dataset (this would be similar to a learner tryingestablish a certain
pattern for a nonce-form or a loanword) or an item from theslet itself (as in

the case of analogical extension, where an existing patereplaced by a new
one).

The model’s prediction is based on the behaviour of itemsdhasimilar to
the given form. The precise calculation of similarity vadudiffers from model
to model, but in most cases it is a function of the number oflapping vari-
ables, where certain variables can have a greater influéracedthers. Thus,
IDOL [a,1,d,9,1] andDEAR [=, =, d, 1, 0] both share three variables witheA
[a, 1,d, 1, 9], but the last variable can be given a greater weight in detémgnsim-
ilarity values, as it is more relevant to the task at hand,tkay, the first variabl@.

Frequency influences the predictions of instance-baseddesin a less direct

way. The likelihood of any individual form to serve as the lag&al source or
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Figure 1. Left panel: items with the two behavioural patterns are &yelistributed in
the feature space; Right panel: items with the low-freqyequattern form a tight group.

be included in the analogical set is solely determined bsiitslarity to the given
form. However, since a high-frequency behavioural patiemecessarily better
represented in the dataset than a low-frequency one, ihailé a greater chance
of influencing the outcome of the prediction, provided thatitems are relatively
evenly distributed in the feature space defined by the vimsald-or instance, if
there are 90 items with behavio&rand only 10 items with behaviow, any
random point in the feature space will be likely to be suraerthby a majority
of items with behaviouA. The only scenario in which behavio& can have
any significant effect on the outcome of the prediction is mhige items with
behaviourB form a tight group (sometimes referred to as a ‘gang’; cf. &yb
2001) within the feature space, that is, when they are ctamglg more similar
to each other than to items with behavidurFigure 1 provides an illustration of
a dataset where the distribution of the items in the featpeee is independent
of their behaviour (left) and another dataset where itenik wilow-frequency

pattern form a tight group (right).
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This might also help us understand how an instance-basedkleeould be
used to model the emergence of intrusivdRre-intrusion dialects of English ex-
emplify the evenly distributed scenario (ireless words are randomly dispersed
among members of theful class), whereas dialects in which the partial merger
between the-ful and ther-less classes did not take place exemplify the second
scenario, withr-less words forming a tight group. Therefore, in a pre-ision
dialect the outcome of the prediction will be more strongijtienced by the-ful
pattern than by the-less one owing to the higher frequency of the formeiul
forms will simply have a greater chance of being includedhie analogical set
or being chosen as the analogical source. The model will tiepdedict arr-ful
pattern of behaviour even forless words, that is, analogical extension will take
place. However, in dialects where théul and ther-less classes are fully distin-
guishable, words within theless class will be more similar to each other than to
words within ther-ful class. This similarity will counterbalance the highes-
guency of the-ful pattern and result in the retainment of the distincti@tween
the two classes.

While instance-based learners can capture some crucedtsspf the analog-
ical extensions that led to the emergence of intrusjviiteir success hinges on
a considerable simplification: they do not make a distimchetween the known
environment and the given environment, and they assigngespattern of be-
haviour to each item. By doing so, they essentially reduegtbblem of analog-
ical extension to a simple categorisation task: a stimwdpsasented by a feature
vector has to be assigned a category label, which is a cerédiarn of behaviour
in this case. This simplification comes at a price: we aredono discard all

information about variation below the word level. Each typassigned a single
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feature vector and a single pattern of behaviour ({+0} orff+As a result, a num-
ber of arbitrary decisions have to be made, which lead toiderable conceptual
and empirical difficulties.

First of all, as types are abstractions over a set of tokéey, aften cannot be
associated with a unique representation. Choosing thigotittorms of the types
in Table 5 was a completely arbitrary decision; if the datavess composed of
prevocalic forms, there would be no analogical extensiail éasr-ful andr-less
words are distinct in prevocalic position in pre-intrusdialects). In fact, it might
be just simply impossible to assign any phonetic represent#o types which
have several alternants. If a type is a collection of properghared by a number
of tokens, the precise phonetic forms of the individual teskare arguably not part
of it when they differ from token to token.

Another related problem is that types often cannot be aatamtivith a unique
behaviour in a natural linguistic setting, having variablécomes instead. For
instance, a givenless word might follow an alternating pattern 40 per certhef
time and a non-alternating pattern 60 per cent of the timas iBhcertainly the
case for intrusive; where individual words are often realised variably, arel th
exact proportions of the variants might differ across wotdsa strict type-based
approach, there is no straightforward way of representirgMariation, which is
clearly a problem.

Finally, instance-based learners raise an important munest is not clear how
the extensions described above lead to intrusidest us assume that any produc-
tion of intrusiver is the result of an active process of analogical extensiam. F
instance, when a speaker of present-day SBE utters thegpseas it’ [so:rit], the

non-etymological appears due to active analogical influence frefal words.
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If this was indeed the case, the rate of intrusiweeuld be a function of (i) the
probability of using analogy to predict the production ofigeg form and (ii)
the probability of choosing a word with an alternating pattas the analogical
source. Since the first factor is unlikely to be very strong (t is unreasonable to
assume that speakers rely on analogy for the majority of gfreductions), ana-
logical extension should not be able to produce more tharoead pattern of
intrusion. However, intrusive-is a robust pattern that can potentially affect the
production ofr-less forms more than 50 per cent of the time (cf. Table 3). The
guestion, then, is how these sporadic extensions couldrggeeto a consistent
pattern of intrusion. The analogical account presentedeadoes not provide an
answer to this question.

In sum, instance-based learners suffer from problems tieahighly remi-
niscent of the shortcomings of the accounts discussed itioBe®.2. Although
analogy provides an intuitively appealing explanationfbiy intrusiver emerged
in the first place, existing analogical models cannot captine variability of the
phenomenon, and they also do not make the role of analogsebnéxplicit.
Therefore, the next section proposes a new model, which letetpeschews the

type-based view.

4.2 Token-based analogy

The model proposed in the present section combines analdgyteken-based
lexical storage. The main idea is that the sporadic changehiped by analogi-
cal extension are recorded in the lexicon, which means liegt ¢tan accrue over
several generations and lead to more robust patterns (\X8@é| 2007; Oudeyer

2006). The model of lexical-storage used in the presentrpapexemplar the-
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_V _C _#
[betar] || [beta] || [beta]
[betar] || [beta] || [beta]
[betor] || [beta]
[beta] || [beta]
[betor]

Figure 2: Exemplar cloud ofr-ful word

ory (Bybee 2001; Pierrehumbert 2001), although it shoulgptmated out that
any model that can represent the same amount of informaiout avord-specific
patterns of variation should be able to produce similarltesiThe basic idea in
exemplar theory is that linguistic categories such as wargksounds are repre-
sented directly by detailed memory traces of actual uttsran This means that
all tokens of use are stored in the lexicon linked to the $membntext (semantic,
phonological, social, etc.) in which they are used. Thekerts then serve as the
basis of both production and perception. A model of this \gpeesents variation
directly in so-called clouds of exemplars, as in Figure 2.

Whenever a new form is produced by analogical extensios,stared in the
lexicon of both the speaker and the listener. This has cleplications for ana-
logical change. Since production is based on the propatdmpreviously heard
variants, every case of analogical extension increasesvbill rate at which
the new variant is produced. This leads to a steady increfageabogically re-
modelled forms even if analogical extension only takes elsoradically. The
present paper exploits this property of exemplar-base@dgtoin the following
way: an analogy-based production mechanism is used togbradi pronuncia-
tion of each item, and the output of this model is used as tpetifor the next

generation. This procedure is repeated several timesi@haalled I TERATED
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LEARNING; cf. Brighton 2003; Kirby et al. 2007).

The rest of this section explains how these insights can bd te build a
computer simulation of the emergence of intrusivdhe initial input of the sim-
ulation is a list of tokens from the CE18 corpus, represeatedrdered triplets
consisting of the phonetic form of the item, the lexeme tkeenibelongs to and
the phonetic environment it appears in (which can b&, _ V or __ #, depending
on the first sound of the following word). Thus, a preconséalgoroduction of
IDEA will be encoded as follows:[fidis], IDEA, _ C}. The model goes through
each item in the list and predicts a pronunciation for it gdime analogical pro-
duction mechanism described below (the predicted proatioai may or may not
be identical to the stored one). These pronunciations aredin the lexicon of
the next generation, which starts its own round once thedeseration has pro-
duced all the items in the dataset. This process can be szheatefinitely, but
we will see that 50 rounds are sufficient for our purposes.

The crucial step in this process is, of course, the prediaigronunciations
for the items in the dataset. These predictions are basedaun-part analogical
mechanism, as shown in Figure 3. Here is a step-by-stepigtsorof this pro-
cess. The input of the analogical prediction is an orderedqaasisting of the
lexeme the item belongs to and its environment —in Figurki8 s {IDEA, _ V}.
This determines the analogical target§A) and the given environment (V). To
complete the analogical rectangle, we first have to find arahvironment (the
known environment) with at least one token of the target. un example, the
known environment is_C. Now, a random token of the target lexeme is chosen
in the known environment (step 1 in Figure 3), which will seas the basis of

our choice of the analogical source in the known environngep 2). The tran-
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_C Y/
&nd P—— &nd
and do
do W dror
do = dror
do dror
9 beto —_— betor
mMorIo beto
ardio MOrIo
ardro B, ? (=ardror)

Figure 3. Constructing a plausible output form fobEA in __V; (1): choosing a token
of the target in the known environment; (2): choosing an egalal source in the known
environment; (3): choosing a token of the analogical souncéhe given environment.

sition from the analogical target to the analogical souscddatermined by three
factors: (i) similarity to the target in the known environmug(ii) token frequency
and (iii) the availability of at least one form belonging teetsame lexeme in the
given environment. The third factor is crucial, as the négpsconsists in ran-
domly choosing another token of the analogical source irgthen environment
(step 3). After this, the two tokens of the analogical soareecompared and their
difference is applied to the analogical target in the knomrirenment. The result
of this operation is the output of the prediction, which,hrstcase, igardior].

Although each of these steps is described in more detailamippendix, it
will be useful to provide a brief outline of step 2. The prollipof a form S
being chosen as the analogical source given the analogicgdttin the known
environmentj, is shown below:

finij

> fingg’
keK

8) P(SIT)) =



34

wheref; is the number of tokens the form is exemplified by in the knowiren-
ment,n is a quantitative measure of similarity, alds the set of all tokens in the
known environment. Since the divisor is constant forSaljivenT;, the relative
probabilities for two different forms are solely deterndrgy their frequency and
similarity to T;. The formal details of the similarity metrig are described in the
Appendix.

Note that the model proposed above seems to contradict ottee aflaims
made in the previous section: it uses analogy to predict tbheymciations of all
the forms in the data set, although it was claimed that speale unlikely to rely
on analogy all the time. However, this contradiction is capparent. The ana-
logical mechanism proposed above does not exclude thelyildgsf choosing a
form of the analogical target itself as the analogical seumahe known environ-
ment (in Figure 3, this would mean choosing one of the forrpsagentingDEA
in step 2). In these cases, the analogical mechanism eslsergduces to simple
lexical access, producing the same results as if one simpipked the distribution
of the target in the given environment. In fact, this happartee majority of the
cases, since forms that are identical to the analogicadtamg assigned a higher
similarity value than any other form, and therefore havegh robability of be-
ing chosen as the analogical source. The probability of simgoa non-identical
analogical source for a given target is proportionate tadgighbourhood density
and inversely proportionate to its frequency (this comtiamaof frequency and
neighbourhood density is referred to BEFECTIVE CONTRASTIN Ussishkin &
Wedel 2009). Thus, analogical extension is especialhliketake place in low-
frequency words, and words surrounded by many lexical meigrs (especially

if those are of high frequency). This corresponds well with bbservation that
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lexical access is more difficult in words with lower effeetigontrast (Ussishkin

& Wedel 2009).

4.3 Simulating the emergence of intrusive-r

The input dataset for the simulation was a set of 1 millioretekrandomly chosen
from the CE18 corpus, each of them stored in the form predesibeve (e.g.
{[ard1a], IDEA, _ C}). The transcriptions were modified to reflect a fully rhuoti
dialect, such as the one spoken in the South of England bisfeds8th century. To
create the conditions for the analogical extensions desdrabove, an additional
bias to delete codawas introduced into the model (the probability of deletion
was 0.2 throughout the simulation). The simulation coesisif 50 rounds. The
following discussion evaluates the results with respetitédhree main empirical
observations listed in (5), and briefly addresses a numbgurtifer predictions
that seem to emerge from the simulation.

Let us first take a look at how well the results of the simulatoatch the
observations in (5a) and (5b), namely that the emergencetmfsiver is grad-
ual and linked to the decline of rhoticity. Figure 4 providesummary of the
changes in the dataset. Each line shows the proportion ¢itrpmductions in
a specific word class in a given environment plotted agahestiumber of iter-
ations. A full line indicates-ful words and a dashed lineless words; black is
used to mark words in prevocalic position, dark grey wordsreconsonantal po-
sition and light grey words in prepausal position. Focugsinly onr-less forms
in prevocalic position (the black dashed line) antul forms in preconsonan-
tal/prepausal position (the full grey lines), it seems ctbhat the model is capable

of simulating the analogical extensions that led to the gerae of intrusive-
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Figure 4: The loss of rhoticity and the emergence of intrugivdhe full lines indicate
r-ful forms and the dashed linedess forms; black stands for prevocalic position, dark
grey for preconsonantal position and light grey for previic@osition.

The incidence of -ful productions in prevocalic position rises steadily las tle-
gree of rhoticity decreases. Crucially, the model prodweesble results in each
round, and the proportion of forms with intrusivencreases gradually over the
course of the simulation. This is perfectly in line with obsdion (5a). More-
over, the interaction between rhoticity and intrusiv@entioned in (5b) is present
in the simulation as well: there is a negative correlatiotwieen the incidence of
intrusion and the degree of rhoticity in preconsonantafpusal position, which
is strong and significant by a parametric correlatioa=(—0.60, p < 0.001). It
should also be noted that the extension ofrttiel pattern begins well before the
model approaches categorical non-rhoticity. This, ageanresponds well with
the fact that the dialects in which intrusivdirst appeared are unlikely to have

been fully non-rhotic.
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Before moving on to the third observation in (5), there arevafurther trends
in the results that deserve some discussion. First, therslight decrease in the
rhoticity level of r-ful words in prevocalic position: the full black line falt®
90 per cent after a few iterations. The reason for this changs follows. The
analogical source for-ful words will sometimes be one that does not show an
r-zero alternation (i.e. any word that ends in a consonargrdtianr or a vowel
other than[a:], [o:] or schwa). Furthermore, as the level of rhoticity declines,
the analogical target in the known environment (i.e. thenféihat mediates the
pattern shown by the analogical source) will become morenaoic likely to be
a form without arr when the given form is in prevocalic environment. Therefore
prevocalic tokens of-ful words will sometimes be constructed by applying a
non-alternating pattern to a form withoutwhich leads to a certain amount of
non-rhoticity in prevocalic positiofi.This is not an unwelcome result, given that
the evidence from quantitative studiesreliaison suggests thatful words are
indeed subject to a certain amount of variation in prevegaisition (cf. Table 3).
Secondr-less forms in preconsonantal and prepausal position seam-t
dergo a short phase of partial rhoticity at the beginninghef simulation. This
is because the analogical mechanism promotes a mergdub&ndr-less forms
in all environments if there is a sufficient amount of vaoatiin the data set.
Although this tendency might seem somewhat counteringyithere is some rea-
son to assume that such ‘hyper-rhotic’ productions werdadh present in pre-
intrusion dialects. Britton (2007) argues that much of thidence for intrusiva-
from 18th century English could also be interpreted as exadéor hyper-rhoticity
(given that most authors do not specifically mention prekoeavironment as the

only site where non-etymologicalis found), and he finds hyper-rhotic produc-
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tions in present-day (partially) rhotic dialects of Engles well. | would add to
this the informal observation that the variety of Scottishrfard English spoken
in Edinburgh also seems to exhibit a certain amount of hypeticity, and is also
usually described as only partially rhoficAlthough more research is needed on
this phenomenon, the available evidence suggests thatetdiefpons of the model
might be borne out by pre-intrusion dialects of English.

In order to evaluate the results of the simulation with resfethe observation
about lexical diffusion in (5c), it is necessary to take a enfime-grained look at
the class of-less words in prevocalic position. The top panel in Figushéws
the relative frequencies ofless words at different levels of rhoticity in prevocalic
position plotted against the number of iterations. One wawnterpret this graph
is to imagine it as a series of histograms lined up in a row shioem a bird’s-eye
view (with darker colours indicating higher peaks). Thetraisition of rhoticity
values reveals a considerable amount of variation acrosgsyv@almost none of
the distributions are unimodal, and the range of rhotia#yels spans almost a
third of all the possible values at any given point in timeeTHottom panel takes
an even more detailed look at the evolution of intrusivehowing the changes
in the levels of rhoticity for the five most frequent wordsy idea draw, law
andClariss& in order of decreasing frequency). While the words followgbly
similar trajectories, there are some obvious differenndgbeir development, es-
pecially in the initial phase of the simulation: certainnite change slower than
others, which is particularly clear in the case of the wGtdrissa(indicated by
the line that only climbs above 20 per cent after the 15thaiten). The validity
of such lexeme-specific predictions is difficult to confirmtire absence of data

regarding the likelihood of insertion in specific lexicams. However, the ana-
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Figure 5: Top panel: the evolution of the distribution of rhoticityés in prevocalic
r-less words; the dashed line shows the mean rhoticity I&@tom panel: the evolution

of intrusiver in the five most frequent forms in théess group.
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logical model does perform better than previous models figive+ inasmuch
as it predicts that such tendencies should exist.

Although a detailed discussion of the consistency of thaeltescross differ-
ent simulations goes beyond the scope of the present paisexdrth mentioning
that the results described above are fairly characterdtibe simulations that
have been run. All simulations with similar parameter sgti have produced
essentially the same results (see the Appendix for a digcus§ what these pa-
rameter settings are): a gradual increase in the rate ofcrpoiductions in the
r-less class in prevocalic position. In other words, the g@ece of intrusive-
appears practically inevitable in the simulations. Thssifit well with the obser-
vation that all dialects of English that showzero alternations in the-ful class
seem to have extended themrtdul words as well — there are no dialects with
linking-r that do not also have intrusive(cf. Section 2.2).

In sum, the predictions of the token-based approach to gnatatch the ob-
servations about the history and the variability of intvesi presented in Sections
2 and 3. Before concluding this section, one final note shbeldnade about
the simulation results outlined above. The careful readrave noticed that
the exact rates of rhoticity produced by the simulation dbawerespond to any
of the dialects described in Section 3. Although this seemtsast doubt on the
validity of the present approach, | do not see it as a majarraemnt against token-
based analogy as an explanation for intrugivé&he diachronic development and
the synchronic behaviour of intrusion is likely to have begluenced by numer-
ous factors, including syntax, prosody, sociolinguistictbrs and perhaps even
spelling. Therefore, it would be overly optimistic to expétat a simple model

relying solely on phonological factors should capture é subtle patterns of
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variation related to the phenomenon. The goal of the presmtunt was not to
construct a model which fits the data perfectly, but to find avewing expla-
nation for the emergence of intrusivet is all the more surprising to see how
closely the predictions of this model correspond to whatmamferred about the

development of the phenomenon.

5 DISCUSSION AND CONCLUSIONS

The preceding sections have demonstrated that the emergénitrusiver is
highly compatible with an analogical approach and that aikition based on this
approach can be used to reconstruct the development of ér@ptenon in SBE
(and possibly other dialects as well). It has also been shbaint is possible to
account for certain general patterns of variation in theettgyment of intrusive-
in the same analogical framework if the units over which aggloperates are
tokens rather than types. The empirical coverage of thisogmh and the validity
of its predictions suggest that the historical source atisiver is analogy.

The implications of these results for synchronic analydemtousive+ are
clear: as it is possible to account for both the history amdpitesent behaviour
of intrusiver within a diachronic framework, there is no need for an exalem
in purely synchronic terms. Of course, this does not meanwileacan dispense
with synchronic models altogether: we still have to accdanspeakers’ detailed
knowledge of their phonology. As a matter of fact, the tokased analogical
model described in Section 4.2 makes a number of importaningstions about
the nature of this knowledge. Token-based analogy is baseal \wew of the

grammar in which speakers have access to individual inesaac exemplars of
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words and have the ability to make analogical inferenceshenbiasis of these
instances. | do not intend to claim that all of phonology ®dibwn to exemplars
and analogy; however, it is clear that the present accoupiines at least these
two concepts to be part of the synchronic apparatus of a sp@aikl can go far
in accounting for the phonological facts related to intvasi without using any

additional theoretical machinery.

On a more general note, this account of intrugiaows that an exemplar-
based approach is not necessarily restricted to accouptsoofetic variation, al-
though this is the area where such models have been applistdsmccessfully
(cf. Johnson 1997; Pierrehumbert 2001, 2002, 2003; see V2604, 2007 for
other applications of exemplar theory to phonology). Byadtcing a simple
analogical mechanism and re-storing innovative produastid becomes possible
for weak and variable tendencies to give rise to robust pwteThe extensions
produced within a single generation in the simulation aagic and irregular,
but the final pattern is highly systematic. Thus, while Vaility is an important
component of the model, it can also deal with systematicradteons that are tra-
ditionally considered part of phonology and have not presip been successfully

accounted for in exemplar-based approaches.
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APPENDIX

The following paragraphs present a technical descriptfdhetoken-based ana-
logical model presented in this paper. This essentiallyssts in specifying the
mathematical formulae used in the transitions illustrateBigure 3 and briefly
discussing the effects of different parameter settings.

The transition between the given environment and the knomr@ment
(steps 1 and 3 in Figure 3) was described as random in SecBowhile this is
true, the choice of the output form was not entirely unbids3ée probability of
choosing varianitgiven a specific lexical item and environment was calculated

follows:

fy’

wheref; is the number of tokens the variant is exemplified by in therenment,
V is the set of all variants associated with the word in the remvhent andy is
a response-scaling parameter (cf. Nosofsky & Zaki 2002)arRatery has an
important influence on the behaviour of the model.y K= 1, the model shows
perfect probability-matching. I > 1, the differences in the probabilities become
exaggerated, resulting in increasingly deterministidod®asy — . In the sim-
ulation, a value of B was used, which introduced a weak bias against variation
within specific environments. The outcome of the simulati@hnot change dras-
tically as long ay was kept in the rang#, 3].

The transition from the target to the source in the knownremvnent (step
2 in Figure 3) is slightly more complicated. The general folanfor choosing

a given form has already been described in (8), although adtails were left
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unspecified. Below is the formula used for calculating samiy values (based on

Nosofsky 1986):
(10) nmij= e ¥,

whered;j is a distance measure. The exponential decay function teaxlseduc-
tion in the relative influence of forms at a greater distamoenfthe target. The

distance measure is specified as follows:

N
(11)  dij=a,| > widm(x,Xjk) [,
&

whereN is the number of features used to represent a given fagris the weight
assigned to th&th feature xj is the value of theékth feature of formi anda is

the maximum value of the distance measure (provided thaténghts sum to 1).
The weights serve to set the relative importance of eachdsouohoosing the
analogical source. The value @afletermines the relative importance of similarity
vs. frequency: aa — o, the choice described in (8) becomes entirely dependent

on similarity. m(xix, Xjk) is defined below:

0 if Xik = Xjk

1 0f X # Xjk

(12)  m(Xk,Xjk) =

The parameters were set as follows: the features were thedasn sounds of
each form (e.g{=, =, a,1,d, 1,0} for [aidio]); the last feature (i.e. the last sound
of the form) had a higher weight associated with it than tts oé the features;
andawas set to 10. It should be noted that the simulation prodsicetiar results

whenawas varied as long as it remained in the range [10, 30].
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NOTES

1Some authors prefer the term postvocalit will, however, avoid this term
as it is misleading and inaccurate: the word-media words such aerry and
zerois also postvocalic, but it is never involvedrirzero alternations.

2|t should be noted that this finding is foreshadowed in Berezé@tero 2005,
where[o]-final words are claimed to have ‘very low type-frequenchidi 5).

3This is because only types ending[in o:, a:, 3:] ever follow anr~zero
pattern, which makes the last sound of the word a good padét-fulness.

4Although this mechanism could also introduce rhotic praiduns in precon-
sonantal and prepausal forms, such productions are maegifyrsssed by the
deletion bias described at the beginning of 4.3.

5As evinced by forms lik¢ardror| ] ‘idea’, and[leprikorn] ‘leprechaun’, recorded
by the author of this article.

5The high frequency dElarissais due to the inclusion of Samuel Richardson’s

eponymous novel in the corpus.



